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Abstract—Password convenience stems from how humans choose passwords out of memorability. Moreover, passwords can closely
relate to publicly available information connected to the person that creates them. Therefore, OSINT (Open Source Intelligence)
technigues can be used to curate memorable and publicly available points of data around that entity. The substantive parts of the data
and unique keywords can then be used to build wordlists for targeted password-guessing attacks against a particular user’s password
hash. Traditionally this involves combing keywords into massive combinations while appending other common words, patterns, or
characters based on assumptions about password choice. However, many passwords are memorable because they form readable
phrases, involve a human understanding of entities, or the password uses content words like pronouns in ways that are unique to
human thinking. | propose that the security of these types of memorable passwords hinges on the ability of Al models to generate
these sorts of targeted wordlists and on the availability of such models to mal-intent individuals. | conducted targeted wordlist
generation using a traditional manual permutative approach with 2 public tools (Cordialie and Mentalist) along with an Al and machine
learning approach using 2 more public tools (GPT3 and OMEN-+). All methods utilize a custom wordlist composed of data that can be
obtained through social media and sometimes compromised plaintext password datasets are used to train models. The author’s social
media page is used as an example, and generated wordlists are compared to an old password using string similarity algorithms such
as Damerau-Levenshtein and the Jaccard Index. Results show that GPT-3 and OMEN+ wordlist generation underperforms when
compared to even the more naive Cordialie program. | hypothesize that Al and ML-based implementations are currently more useful for
cracking large compromised sets of password hashes and that manual permutative methods are currently more performant in targeted
attacks. In general, targeted attacks require more sophistication and maturity before becoming a viable method for the average hacker.
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1 INTRODUCTION

THERE are three types of factors of authentication. That
is, there are three general categories to ponder when
looking at how to validate an identity. One can authenticate
someone’s identity by looking at what they know, what
they are, or what they have. [11] What one may have
could be some form of a key, maybe an item that no one
else knows about except the entity that is validating your
identity, or even a literal key whether it utilizes digital or
physical means. Locks authenticate people because they
have a key that has notches which match the configuration
of the pins in the lock core [32]. What you are could be
hidden in your DNA, your fingerprints, your eyes, or even
your voice. Although it could be argued these are a form
of what you have, these generally refer to biometric-related
keys. Lastly, what you know refers to information or data
stored in your brain. The most common manifestation of
“what you know” authentication are passwords.

Passwords are still the dominant method for authentication
[27]. 80% of data breaches involve password attacks at some
step of the attack chain [8]. Research also shows that using
MFA (multi-factor authentication) can stop 99.9% of attacks
[31]. However, it is unrealistic to think that every person
and organization has the knowledge or the will to execute
such a task. Therefore, we must look at the root issues with
passwords, considering that most things are secured with
them in some form.

1.1 Basics of Password Cracking

A login form that utilizes an email address and password
input are self-explanatory. A complication arrives when one

focuses on the comparison step where the password given
is compared with the password stored by the authenticator.
An insecure implementation will directly compare the
given password input with the plaintext password that
is associated with the email address. The attacker will
immediately have the information needed to login as long
as they can see this data in transit or in storage. This leaves
for a much easier attack. In a secure implementation, the
password is not stored in plaintext but rather as a “hash
[25].”

A hash is simply the output of a hash function, and
in this case, the input for the hash function is a password
and the outputted hash is really just a set of pseudo-random
characters. A hash function uses a “trapdoor” or one-way
function. If given an input, say a string, then that string
input will always generate the exact same outputted hash.
In other words, it must be deterministic. Additionally, there
are other characteristics that make up hash functions: it
should be very unlikely that two different inputs produce
the same output, should be easily computed, and accept
all input lengths. Most importantly, the one-way function
must be that - one way. Another word for this is preimage-
resistance. If an attacker has the outputted hash, then it
should be impossible to find the input of that hash without
implementing a brute-force attack or by trying inputs [13].
There cannot be a guaranteed way to find the input of the
hash which is faster than just trying inputs and comparing
them to the known hash. This is how password cracking
is done. The attacker will simply try inputs with the same
known hash function till they obtain the same hash output.
There could be collisions or chances of finding a different
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input for the same output but this is unlikely [25].

1.2 Stats on Password-Related Attacks

First off, password reuse is a rampant issue especially for
attack vectors like password sprays and the more targeted
hacks. One effort was done by SpyCloud over a set of
1.5 billion compromised log-in combinations (email and
password), and they found that 60% of the credentials were
reused across multiple accounts [24]. A password manager
is a quick fix, however it does not address the root problem.
Password strength is an issue already. Data shows that
most people still use short passwords that can be cracked
in a fraction of a second and websites still allow this [7].
Some websites have forced a change or forced the use of
MFA. However, even this cannot completely mitigate future
issues. That is, once artificial intelligence is leveraged more
for password cracking, then memorized passwords could
become more obsolete.

1.3 Are Passwords Secure?

Passwords that are long enough and with enough entropy
are indeed, at the moment, secure. This is especially true for
the average person which is likely not the target of a nation-
state level threat with the means to crack very long pass-
words. This doesn’t take into account other attack vectors.
However, there are cases where it is reasonable to assume
that nation-state level threats are “brute-forcing” longer
passwords. This could be the case for internal passwords
such as one for root access or admin rights where MFA
maybe isn’t used. Such attacks are not well-known because
of their nature, but the possibility is not unreasonable. How-
ever, these types of brute force attacks are easier to quantify
and much harder to pull off, unless you have massive capital
for computing infrastructure [4]. The real potential problem
is Al-based attacks that can crack memorable passwords.

2 LITERATURE REVIEW
2.1 Passwords and Memory

Considering passwords are a form of “what you know”
authentication, then the definition implies that you need
to have the ability to remember it. One survey showed
that 41% of people memorize their online passwords [30],
and other surveys say that 53% of people memorize them
[18]. This is the case, even for most password managers,
where you need to know the password to the password
manager. The generated passwords from those various
tools themselves might not be feasibly memorable or at
least not cost effective for using the password managing
tool. Still, the main password is, and most people don't
even use password managers for a number of reasons:
suspicious of the security, inconvenient, or didn’t know
about them. Therefore, one can assume that most passwords
are memorable ones.

Evidently, memorable passwords have quite of few
inherent flaws. If someone knows you enough, then they
can probably guess your password. Unfortunately or not
so unfortunately, language is complex and people can
remember all sorts of things or simply not share memorable
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things with others or publicly online. Additionally, you
must have the intuition on how humans construct their
passwords [16]. Nonetheless, the nature of social media
and the lack of infrastructure on the Internet that cultivates
privacy practices with personal data creates opportunities
for cracking memorable passwords. Not to mention, most
users never check their privacy settings so it is likely that
this information can directly or indirectly be obtained [19].

However, it should be mentioned that such wvulnerable
memorable passwords only have weaknesses because
the memorability is connected to personally-related
information. Some password memorability characteristics
rely on the memorability of patterns in cases of slightly
more security-aware users. Some experiments showed
that encouraging users to create a "password formula” is
effective at creating memorable and strong passwords that
are not loosely connected to the person in any way. By
memorizing the formula or pattern, the user can expand
the formula to limitless passwords while only needed to
memorize the pattern or formula [35].

Some scholars such as Woods and Siponen, argued
that this is merely a problem of users not having
motivation to remember, confidence to remember, or a
basic understanding of memory [33]. Another experiment
they conducted, showed that having the user verify their
password often or multiple times increased memorability
from around 40% to 70% [34]. However, people still have,
on average, around 40 passwords [18], and most people use
password managers for this very reason [30]. In theory, it
may seem like a good idea to simply improve your memory,
but this in inconvenient.

2.2 Password Managers

Password Managers can directly combat any problem of
password memorability because the passwords that are
stored in the manager application do not have to be re-
membered. Additionally, most password managers have
password generators built into them which can generate
passwords or passphrases that can’t possibly relate to the
user in any way. Essentially, these passwords have lots
of entropy and are practically random [31]. In Verizon’s
annual data breach report, they had recommendations for
companies. The top three recommendations were to use
two-factor authentication (not just a password), do not
reuse passwords, and to use a password manager [8]. In
another study from Yubico and the Ponemon Institute, it
was found that most respondents, including ones in IT
fields, did not improve credential management by using a
password manager, but rather they simply used ”stronger”
passwords. This is problematic, because password strength
will, at some point, mean that the password is inherently
hard to remember. Not using a password manager can
slowly turn into a problem [21]. Some conducted surveys
show that people don’t use password managers because
they are not sure they need one, or they are not sure that the
password managers are secure [30]. Even more problematic,
a 2019 study from Carnegie Mellon University indicates
that only a small portion of password manager users utilize
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the password generator [1]. Using password managers still
requires that users choose good passwords.

2.3 Untargeted vs Targeted Guessing

With password memorability in mind, there two ways that
threat actors can take advantage of this weakness. Firstly,
attackers can learn the general nature of memorable pass-
words and use the learnt patterns to guess other passwords.
With these patterns, they can go for a “wide-nozzle” type
of attack and attempt to crack a list of password hashes
- hoping to exploit the low hanging fruit. Such an attack
doesn’t focus on the individual characteristics of the victims
who created the passwords. The wide-nozzle or password
spray relies on the general patterns. Considering that most
people use weak passwords [18], this type of attack can be
cost effective in saving time while still resulting in cracked
hashes. On the contrary, a second extension of this attack can
combine the macro-social characteristics of password mem-
orability with the individual components: personal data,
open source intelligence, and even personal acquaintance.
In other words, we can combine peoples’ password patterns
with the data points of a specific person to pull off a targeted
attack. However, this type of targeted attack assumes you
understand the target well enough, and it also assumes
that the password cracker targets patterns that the target
happens to use. There is a high chance that once of these
pieces are missed considering the sheer scale of language
and personally-related keywords [17].

2.4 Wordlist Generation (Creating Dictionaries)

As explained in the introduction, password cracking
generally refers to hashing inputs till the desired hash
function output is obtained. In which case, this means
that the password has been found. Password cracking and
especially brute-force approaches, rely on computational
efficiency when working with larger passwords. Lists
are simply the most efficient way to try inputs for hash
functions. Most password cracking software or scripts work
with the GPU (graphics processing unit) or even specialized
processors which can crack passwords at ludicrous speeds.
These tools maximize the computational efficiency and
leave the guessing methods up to the user who is knows
the patterns. The name of the game isn’t password cracking
but rather wordlist generation. The best generated wordlist
should include strings that are close in mathematical
proximity, semantics, and structure to the actual password
or passphrase.

I am defining two approaches to generating wordlists
(targeted or untargeted):

1) Explitcly Defined Generation
2) Al Defined Generation

2.5 Explicitly Defined Generation

One can view the process of creating wordlists as always
involving a neural network of sorts. For the case of ex-
plicitly defined generation, wordlist creation is manually
guided and defined by the user or person. To an extent,
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the password cracker’s mental model becomes a tool for
generating wordlists. However, it is absurd to think that a
person can output enough guesses to crack any passwords.
Most passwords will take hundreds of thousands of guesses,
even with smart guessing strategies. It is more pragmatic
to take an automated password mangling approach which
utilizes human chosen keywords that are related to the
victim and how passwords are creating. Password mangling
has two parts. First, various patterns and common password
structures are assumed or defined. Second, these patterns
and structures are combined with keywords or any data
points that are applicable to the victim. The password
mangler or wordlist generator uses patterns, assumptions,
or keywords to create combinations of points of data and
common password components to generate wordlists of
likely passwords. There also exists ways of automatically
training password cracking tools to generate mangling rules
from datasets [6]. Mangling is a programmatic and manual
approach to creating wordlists, but can still be very power-
ful and effective especially since deep learning and machine
learning cannot easily make the same assumptions about
patterns as humans.

2.6 Al Defined Generation

Al defined generation uses Al models instead of human
thinking to structure, define, and create wordlists. Al
models can guess those which password manglers can’t.
That is, unless Al or ML models are being use to generate
mangling rulesets or define patterns to be used for wordlist
generation. In those cases, the success rate for password
cracking has shown to be dramatically better than a person
defining the mangling rules themselves. This is because
every person has their own assumptions about how
individuals create their passwords [20] [3]. The difference
is that AI models can, to an extent, learn these patterns
and apply them. This can manifest itself in the form of
supervised or unsupervised learning, but the main point
is that the AI model is applied instead of human thinking
to generate the wordlists or permutative and mangling
rulesets.

Some of these Al models rely on phonetic patterns,
some on keyboard path biases, some on semantic patterns
[36], and even some on knowledge and ontology relations
such as those that make up Wikipedia [12]. It seems that
most of these Al models are not flexible in the types of
password patterns which they exploit. Nonetheless, many
of them are quite performant in cracking.

Password mangling can be directly applied to both targeted
and untargeted attacks and so can Al models. However,
in terms of targeted vs. untargeted approaches, the cost-
effectiveness of various attack vectors and strategies will
noticeably differ across password guessing Al models. For
instance, most of the Al password cracking models focus
on the characteristics of large datasets of compromised
passwords, but do not focus on targeted password
components such as date of birth, family member names, or
other points of personal data. In other words, most existing
models cannot be fed OSINT data to generate passwords
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for profiled or investigated individuals. Evidently, these
models would be more useful in cracking larger portions
of compromised password datasets rather than targeted
attacks on specific individuals. Fortunately for the public
but not for this study, there are only a few publicly available
data models which can utilize personal data with Al models
to craft better password guesses. These include the Ordered
Markov Enumerator “plus” (OMEN+) model [10] and a
version of the Generative Pre-Trained Transformer 3 (GPT3)
model [16]. Just as with any Al model, these targeted attacks
require a lot of personal data. OMEN+ can be trained on a
large password data set, and then use a file with “hints” or
keywords in them to give the enumerator password hints.
The targeted password guessing GPT3 model is trained on
10 thousand users, including usernames, phone numbers,
and personal descriptions. The smallest “Ada” model from
the OpenAl API models was used. The training data of
the ten thousand users was then paired with the users’
passwords. This allowed the GPT3 model to learn how to
correlate users’ personal data with passwords. However,
this is a small dataset to train GPT3 on. The training data
for GPT3 was crowdsourced from the password recovery
website “Hashmob [16].” The research for both of these
models showed that untargeted cracking attacks could be
drastically improved, and targeted attacks only seemed
to effectively work on distributions close to the datasets
(overfitting).

2.7 OSINT

Before one can utilize open source intelligence, they must
know the scope of the task. Osint is defined as such: "OSINT
is publicly produced and publicly available data that can
be collected and shared without breaking corporate or
public laws or policies, needing a warrant, or participating
in what would be commonly considered shady practices
[28].” It is vital to be explicit about the definition of OSINT,
because other illegal methods could be more effective
at obtaining keywords for password cracking. However,
those options are not available in legal research or without
express permission. Therefore, this research focuses on
data obtained during OSINT investigations, simple search
queries, or public knowledge about individuals and
entities. A report from the Security Insiders states that “34%
of OSINT practitioners reported that they had no prior
experience with OSINT collection and 85% have received
little or no training in OSINT techniques and risks [2].”
It is likely, that most cybersecurity practitioners, OSINT,
or Threat Intelligence investigators do not completely
understand the scope of OSINT when it comes to obtaining
somewhat-personal data on a person. In the case of social
media, this would mean not impersonating actual people
who are related to a target, not breaking terms of service,
and especially not hacking individuals to obtain data.

There is not a lot of statistics or data that specifically
talk about personal data exposure, how much data the
typical person has publicly available, or studies that detail
the ease of it. Generally, OSINT (open source intelligence) is
straightforward and can be leveraged by the most amateur
threat actors. OSINT refers to the procurement of publicly
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available data without violating laws or policies defined by
data owners. OSINT curation on a target can be manual
or automated, tool-based or native to the system they are
scraping, and one can typically do so with little effort. Most
users don't utilize privacy settings on social media to their
fullest either. One study in 2018 showed data relevant to
OSINT and specifically social media. In the study, 23% of
participants shared personal information on social media,
46% used their real names, 45% used their real pictures
for their profile, 54% did not attempt to read the privacy
statement or terms, and 80% of the participants neither
check the social media company practices nor know about
the privacy settings of their own profile. [5]. In a separate
2018 study with about 1400 respondents, about half of
the respondents never checked their privacy or security
settings for apps [19]. There may not exist a lot of data to
show exactly how much data is exposed on the internet
that is leverageable in targeted attacks. However, we can be
sure with this data there is a motive to take advantage of
the lack of awareness and minimizing of publicly available
personally identifiable information (PII). Overall, it is rather
elementary to obtain data about someone that can be used
for cybercrime.

3 SYSTEM DESIGN
3.1 Ideal Scenario for OSINT-Based Attacks

In an ideal scenario, we would have millions of points of
data that include 1. Unstructured textual data scraped from
public social media accounts and 2. Passwords of those
social media accounts or other user-associated accounts.
Problem being, that such datasets do not exist and cannot
ethically or legally be created. As mentioned earlier, there
are crowdsourced workflows that could procure substantial
amounts of this data, but it would not be enough data
to train naive AI models. If there existed such a dataset,
then we would merely train an Al model (take your pick)
to generate potential passwords or wordlists based on the
unstructured textual data. There are numerous models that
could utilize this including but not limited to knowledge
graph based implementations, generative adversarial net-
work (GAN) models, recurrent neural networks (RNN),
generative pretrained transformers (GPT), and many more.
In this ideal scenario, the model could be unsupervised or
supervised and learn patterns of personal data compared
to the passwords that are used. However, as stated before,
such datasets do not exist or are not available to the public.
Therefore, a more hypothetical and unorthodox approach
must be taken which assumes a lot of variables.

3.2 Targeted Keyword Permutation & Word Mangling
Design

Word mangling or what I would call “keyword
permutation” is a partly manual and partly automated
process. It was stated previously, word mangling requires
an understanding of what makes passwords memorable or
more likely to be used and also data about the target. This
data can be obtained with a variety of OSINT techniques.
In this case, I utilize a URL scraper that creates wordlists
from the stopwords and data at the URL. This part can
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be as manual or as automated as desired. However, more
data will require larger wordlist creation during the word
mangling process. Therefore, the attacker should choose
keywords wisely.

The process which I have designed for this case will
pull keywords from a social media page. I could look
at the "word2vec” distance or semantic similarities with
something like “spacy” to see if that social media textual
data is similar to data that I will manually put down that
pertains to my real password. However, my knowledge
of semantic models and word embeddings is limited, so
no semantic analysis will be done for either password
mangling or the subsequent Al model tests. The keywords
from the social media page will be used to generate
wordlists by using selected word mangling tools from
GitHub. Steps will then be duplicated using manually
inputted keywords that I provide to the mangler tools. This
will allow for a comparison between completely automated
and partly-manual word mangling strategies.

3.3 Targeted Al-Based Wordlist Generation Design

Targeted implementations of password-applicable AI mod-
els are far and few. In fact, utilization of the available models
is often limited in wordlist generation speed and volume.
Therefore, a targeted approach for Al-based wordlist gener-
ation will only utilize a small number of password guesses.
Guesses will be on the scale of thousands rather than
millions, billions, or trillions.

3.4 Hardware Utilization & Constraints

This project focuses on what is readily available to the
average attacker and not advanced state nation-level threats.
Most GitHub implementations do not compute using the
GPU (graphical processing unit) which can lend to great
cracking speeds, and some of the code is in program-
ming languages that are not optimized for rapid operations
(Python). Therefore, speed will only be recorded if it lends
to the cost effectiveness of the implementation. Runtime
for particular algorithms and wordlist generation will be
recorded when the datasets or wordlists are large and the
computation speed is noticeably affected.

3.5 Dataset Use

Plaintext password datasets are only used for the OMEN+
model. Training the other models manually was not within
the scope of this project.

OMEN+ was trained using numerous available datasets:

1) rockyou.txt
2) 3 explicitly-named website’s breach data (I won't
name these in an academic paper)

100k-most-used-passwords-NCSC.txt
probable-v2-vpa-top4800.txt

3) hakb.txt

4) honeynet2.txt

5) myspace.txt

6) NordVPN.txt

7)  10-million-password-list-top-1000000.txt
)
)
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10) Lizard-Squad.txt
11) phpbb.txt
12)  tuscl.txt
13) Top304Thousand-probable-v2.txt
14) Top204Thousand-probable-v2.txt
15)  Appearances-Top304Thousand-probable-v2.txt

4 METHODS & ANALYSIS

All models and implementations will utilize one or both of
two potential inputs: a custom wordlist composed of data
that can be obtained through social media or compromised
plaintext password datasets. The model or algorithm will
then be used to generate wordlists. Wordlists may have
varying lengths. However, they will all be given the same
amount of effort as this experiment focuses on what the
average attacker can do a benefit from. Lastly, the generated
wordlists will be compared to several potential passwords
chosen by the tester. Several string similarity functions will
be used to quantitatively determine the performance of
each wordlist in guessing or approximately guessing the
actual password. Due to lack of instances for social media
OSINT data compared to actual passwords and absence of
such a dataset, a combined histogram for each similarity
metric will be produced to show the similarity or distance
distributions of the guess vs. the actual password. This will
represent the effectiveness of each algorithm for targeted
password guessing attempts.

4.1 General Architecture

oYeL.[5

asswor
Hash to Crack

707429643813
4469a95b76act
7cc731512ba11
9913683afb3d3
1107c26766c04

’ aiflﬁﬂ!’

Fig. 1. Example architecture

Figure 1 exemplifies a potential architecture that could
be used with AI or ML-based models. In the top-left data
is scraped from various social media websites, public web-
sites, location data, Wikipedia crawls, and any other form
of OSINT. This data is then prepared, cleaned, and curated
into unstructured textual data. This data can bed fed into
various models where stopwords may be removed or other
forms of data transformation may take place. Moreover, key-
word expansion could also take place where the extracted
keywords or sentences are expanded into other potentially
useful points of data. AI and ML models are then trained
on large datasets of compromised and realistic passwords.
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These datasets can be distributions or they can be dedupli-
cated. This depends on the model being used. After models
are trained on the password data, they are also fed the data
obtained in the OSINT and application phase. The model is
then used to generate potential wordlists. These wordlists
can be used in a password cracking tool which utilizes the
GPU and is optimized for hashing and comparing hashes.

4.2 Keyword List Creation

straightuprader  Edterofie O

342posts 997 followers 497 following
njamin Rader

old | 96/20/169 ©

A\ | ADVENTURE@

a steward of my talentst
TWINALIFE

XmfQzCRL

Fig. 2. My old Instagram page and biography.
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benjamin adventure;diving;christian;christ;twin;came
23 ron;cam;diver;dive;dove;acrobat;acro;water
2016 ;greenfield;cougars;cougar;grace;silcox;ben
16 il pt;september;sept131999;913;091

62016 3; imber;cheerleader;cheer;flip;flippe
june20 r,awesome;indianapolis;indiana;indy;gchs;g
june2016 c;stmichaels;baseball;bball;uindy;hounds;h
ilovegod ound;2001;daisy;oddie;buddy

god

love

adventure

diving

christian

christ

twin

cameron
cam
diver
dive
dove
acrobat
acro

water 20 '/

auto-copied to your clipboard v

Fig. 3. Used a tool online to convert txt file to ”;” delimited version for use
with other tools.

As seen in figure 2, my account does not have very much
information. However, it does have points of information
that I am likely to value the most including family informa-
tion (brother), girlfriend’s name and anniversary, religion,
and other potential keyword from posts that are not shown.
This data is aggregated into a ”.txt” file to be used with other
programs. I even convert this later on into a tab delimited
version as shown in Figure 3.

4.3 Dataset Aggregation

Plaintext password datasets will only be used for the
OMEN+ ML model due to it being the only available
targeted model that can utilize password datasets.

6
4.3.1 Dataset Sources
Datasets are obtained from multiple sources:
1) https://haveibeenpwned.com /Passwords
2) https://figshare.com/articles/dataset/ Ya-

hoo_Password_Frequency_Corpus/2057937
3) https:/ /hashes.org/leaks.php

4) https://github.com/rndinfosecguy/pastePasswordLists

5) https://github.com/berzerk0/Probable-
Wordlists/tree/ master/Real-Passwords

6) https://github.com/kennyn510/wpa2-
wordlists/tree/ master/Wordlists

7) https:/ /haveibeenpwned.com/Passwords

8) hittps://github.com/danielmiessler/SecLists/tree/
master/Passwords

4.3.2 Aggregating Text Files

Fig. 4. Windows CMD script to combine text files.

I used multiple tools to try combing the text files (Win-
dows OS):

e Dymerge
e Text_Merge.exe
e A basic Windows CMD script.

The HIBP (HavelBeenPwned) dataset was about 50 gi-
gabytes. Combining very large text files was not straightfor-
ward. Turns out, the CMD script was the most reliable (Fig.
4).

4.3.3 Accidentally Used Hashes For Most of the Data

Turns out, the HIBP dataset consisted completely of about
50 GB of SHA-1 hashes. Although these can be cracked
easier than other hashes, this was not what I was looking
for. This was only found out after using the tool “Klogg”
(https:/ / github.com/variar/klogg) to open the rather large
text files and seeing nothing but hashes.

4.3.4 Dataset Cleaning and Preparation - Deduplication &
ASCII Encoding

Most of the plaintext password dataset preparation in-
volves getting rid of duplicates. Although OMEN could
maybe work with better with a realistic distribution, it is
not worth trying to do that considering OMEN+ works
better with certain use cases or hashses such as bcrypt,
PBKDE2, scrypt, or Argon2 [15]. Therefore, duplicates can
be removed. Tools from the Unified List Manager for Win-
dows are used (https:/ /unifiedlm.com/Home). Specifically,
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Fig. 5. Unified List Manager - sort 64 low memory to get rid of duplicate
passwords from the combined dataset of plaintext passwords.

File Actions Edit View Help

SIOMEN/cteane:
File Edit Sea
B R

w  Document

- [~/Documents/OMEN —
- List cleaned_CR merged_ 8605 seniseviyorum
8606 satanas
8607 sandwich
8608 pinina

8609 pharmacy
8610 papusa

8611 mysecret
8612 muiieca|

8613 mommyof2
8614 mollymoo
8615 medical
8616 nartine
8617 martie

8618 markanthony
8619 mariz

8620 lunatic
8621 laylay

8622 laura123
8623 jc

8624 johnmark
8625 johnboy
8626 india

Fig. 6. Example of line in password dataset that breaks most wordlist
generators.

”sort64lm” is used to go through the aggregated file, get
rid of duplicates, and sort the file alphabetically. Figure 6
shows an error that occurs with OMEN+. In order to run any
password datasets through OMEN+ only ASCII characters
can be used. This could be problematic especially on realistic
datasets that are much larger. This goes to show that tools
are not good enough yet for realistic use cases with targeted
password guessing. However, a simple fix is to just remove
the character using the “enconv” command in Linux. An
error about not having enough characters for lines in the
text file also occurred. There were lines ranging from one
chracter to eight characters long. This error is quite helpful
in creating wordlists, because using passwords that are too
short will be useless to realistic password cracking. After
all, passwords shorter than eight characters are practically
cracked instantly. Linux also has commands for deleting
these lines.

4.4 Wordlist Generation
4.4.1 Training Al & ML Models - only OMEN+

Creating a wordlist in OMEN+ is quite straightforward as
outlined in their GitHub documentation. A few commands
are run: a command to generate an alphabet from the dataset
file, a command to create the “enumerator” model, and then
a command to generate a wordlist of some user-defined
length. Training could not be done with the GP3 model,
because the access costed money or more effort than was
necessary for this project.

Documents/OMEN ]
List ASCII_combined_PWs.txt -
m{s) in line 1719 contains an unknown symbol and

ored.
EP in line 1719 contains an unknown symbol and will b

Fig. 8. Scraping Data from the Targeted Password Guessing Heroku
App found in the Automated Targeted Password Guessing GitHub page
- https://github.com/ACM-Research/targeted-password-guesses

Learning how to create my own GPT3 model through
OpenAl was not feasible in one semester. Therefore, I utilize
a live Heroku App that was linked from the GitHub page
for "targeted-password-guesses.” Heroku apps are sort of
like little servers that can be run at a very low price
while still having good enough computation power for
little API-based projects. In this case, the Heroku app sends
personally-related data (username, social media bio, name,
birthday) to the OpenAl API and utilizes a trained GPT3
model to generate password guesses based on the data
inputted in the Heroku app. This data is sent back to the
Heroku app to be displayed. In this case, I wrote a 200-
line Python script using Selenium to scrape the data and
automatically keep sending requests. These requests were
stored line-by-line in a text file [16].

4.4.3 A failed Al-based attempt - PassHemorrhage

After running this tool and sending a few issues into
GitHub, it was apparent that this project was discontinued.
This project utilized a GAN-based implementation that fed
any type of personal data into the mix. This was the only
implementation of a targeted model that was GAN-based.
Sadly, this did not work out as there were a lot of errors in
the actual code. It even used an outdated version of Python
[23].
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4.4.4 ’"Naive Permutation” - Cordialie

Cordialie is a naive attempt at creating permutations of
inputted keywords. It does not actually create permutations
though, despite the claims on the GitHub page. However,
cordiale does mangle the inputted keywords to look like po-
tential clever versions of the keywords. It also may append
commond suffixes or prefixes to the keywords, transform
certain characters to “133t” versions of the characters, and it
changes capitalization [14].

4.4.5 ’“Manual/Permutative/Mangler” - Mentalist
I Mentalist
File Process Help
Est. Total Words / Size: 96,938,888 / 2.8GB M M j
‘ Lsasewords  + | = [
J File: /home/kali/Desktop/CUSTOM_WORDLIST txt 59
e o] R
J Uppercase First, Lower Rest
aagpena + ol ol =1
J Special Characters: - _
R ol [l =]
J File: /nome/kali/Desktop/CUSTOM_WORDLIST.txt 59
e+ ] 0
J Uppercase First, Lower Rest
ECE 5| ol =1
- | special characters:-_
e+ IR
J File: /home/kali/Desktop/CUSTOM_WORDLIST.txt 59
e 1) =] 0
J Uppercase First, Lower Rest
s+ ol [l =]
J Special Characters: - _
‘ 10.Append  + g A J
J File: jhome/kali/Desktop/CUSTOM_WORDLIST.txt 59

Fig. 9. The Mentalist GUI running in a Kali Linux virtual machine.

Mentalist is the epitome of keyword permutations and
mangling flexibility. The keywords from the OSINT phase
are fed into the program as “Base Words.” Then, the user
can define how to create permutations between “case”,
substitution, append, or prepend. Between these actions, the
user can generate limitless types of patterns or passwords.
In this case, the keywords from OSINT are combined in
every possible order, the first letter of each keyword is made
upper and lowercase, and characters are appended to the
end in some permutations. Just to be clear, each of these
actions do or do not take place in some permutations so that
every combinations of keywords and actions in Mentalist
is taken. This results in text files that are on the scale of
gigabytes [26].

4.5

Evaluation using String Similarity Metrics

Fig. 10. Custom string similarity code running on Kali Linux VM.

A python program was created to compare each pass-
word guess from the generated wordlists to the hypothet-
ical password. The hypothetical password uses the same
structure as an old and known password that was being
used with the account. In this case, we are testing each
password guess with the password - “Ilovegrace2016.”
Comparison is done in python using the “python-string-
similarity” library [22]. Two string similarity algorithms
are used including Damerau-Levenshtein and the Jaccard
index. Damerau-Levenshtein is a string-distance algorithm
where the distance is ”is the minimum number of operations
needed to transform one string into the other, where an
operation is defined as an insertion, deletion, or substitution
of a single character, or a transposition of two adjacent
characters.” Jaccard index is a similarity computation that
is formally defined as the size of the intersection divided by
the size of the union of the sample sets.

5 FINDINGS
5.1 Output of String Similarity Stats

Fig. 11. Wordlist_stats.py (created by me) running in Kali Linux.

Runtime Over GPT3 (Ada) Wordlist

e Guesses: 6097
e Damerau-Levenshtein runtime: 0.007 seconds
e Jaccard runtime: 0.08 seconds

Runtime Over OMEN+ Wordlist

e Guesses: 503,593

¢ Damerau-Levenshtein runtime: 40 seconds
e Jaccard runtime: 6 seconds

Runtime Over Cordialie Wordlist

e Guesses: 4,897,170

e Damerau-Levenshtein runtime: 10 minutes 11 sec-
onds

e Jaccard runtime: 1 minutes 36 seconds
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5.1.4 Runtime Over Mentalist Wordlist

e Guesses: 2,637,754

¢ Damerau-Levenshtein runtime: 5 minutes 35 seconds

e Jaccard runtime: 37 seconds

5.1.5 GPT3 Results

llovegrace2016 - Damerau-Levenshtein Similarity

llovegrace2016 - Jaccard Similarity
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Fig. 12. Similarity & Distance Distributions - GPT3

5.1.6 OMEN+ Results

llovegrace2016 - Levenshtein Distance
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Fig. 13. Similarity & Distance Distributions - OMEN+

5.1.7 Cordialie Results

llovegrace2016 - Damerau-Levenshtein Similarity

llovegrace2016 - Jaccard Similarity
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Fig. 14. Similarity & Distance Distributions - Cordialie

5.1.8 Mentalist Results

llovegrace2016 - Damerau-| Levenshtein Similarity

Hlovegrace2016 - Jaccard Similarity

Fig. 15. Similarity & Distance Distributions - Mentalist

5.2 Final Findings
5.2.1 Notes on Similarity and Distance Metrics

It is important to note that the distributions are displayed
using a logarithmic scale instead of a linear one. This is
because the amount of guesses that are similar to the actual
password will be small compared to the number of guesses
that fall into more dissimilar scores in the distribution.
Additionally, for the Damerau-Levenshtein distance metric,
many results are not shown on the graph because the
distance is more than 10. This explains why the total amount
of guesses on the Damerau-Levenshtein distribution will not
add up to the total number of guesses. On the contrary, the
Jaccard chart guesses should add up to the total number of
generated guesses.

5.2.2 Alvs. Manual

There is no question that word mangling and permutation
are the winner for targeted password cracking. The problem
with both GPT3 and OMEN+ seems to be that the tools
are more affected by their training dataset than the OSINT
data which is given during wordlist generation. However,
Cordialie performed the worst despite it supposedly
being able to “print hundreds to millions of possible
combinations for a specific target easily [14].” When diving
into the Cordialie wordlist, one will find that it rarely
generates smart combinations of the keywords, but rather
appends, preprends, and transforms keywords at seemingly
at random. This may be good for keyword expansion and
creating new keywords for permutation. However, it does
not perform well and results are dissimilar to the actual
password. For OMEN+ (machine learning model), the
results are better than Cordialie, but still far from ideal for
password cracking. In fact, they even state that OMEN is
better for cracking large datasets of certain types of hashes,
and they recommend using dictionaries and mangling rules
for other targeted attacks or attacks on “very fast hashes
[15].” It is important to note the shape of the distribution
is important. The charts are displayed in a logarithmic
scale and cases where the distribution has a ”straight” slant
means that combination and permutation are more likely
and that human-like or smart generation is probably not
being done. This would explain why the GPT3 distribution
looks the way that it does. OMEN+ does not perform
terribly, because it had results that were only 6 distance
away from the actual password. The string similarity also
didn’t have terrible metrics with 4 or 5 results with 0.6
similarity. OMEN+ is likely to perform better on larger
datasets, and this conclusion comes from analysis of the
generated words, the guess distribution, and writings from
its creator.

The performance of the GPT3 model does not seem
great on the surface. However, one could argue that is
performs beautifully. A straight or gradual slant for the
results in the string similarity metric will mean that the
password appears somewhere in the guess or partly in the
guess. This would especially be true for password manglers
where the keywords can be combined in a way to make an
exact match for the true password. In other words, word
mangling and combination are naive ways of finding the
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password. Due to the nature of the similarity algorithm
and permutative methods, a straight slant means that the
user who is conducting OSINT must have obtained the
exact or almost-exact keywords that make up the target’s
real password, and they must have also had knowledge
of the target’s password structure around those keywords.
GPT3 is promising because the curve is not a gradual
slope, but rather more of an “exponential” one. This means
that it is not combining keyword in some sort of dumb
approach, but rather taking the OSINT data combined with
knowledge about passwords and creating wordlists that are
innovative. Nonetheless, it still currently performs terribly
for targeted password guessing attacks. Not to mention,
the rate of generation for GPT3-based implementations
is extremely slow. Manual and ML methods generated
wordlists 10,000 times faster than GPT3 because it uses an
API and must make requests to an external server. Despite
the small number of requests, the similarity still yielded
results that are promising. If a better model could be trained
or utilize a different approach, then smart Al-based text
generation such as with GPT3 could be very good realistic
targeted attacks.

It's obvious when looking at the results, that Mentalist
performed the best. Mentalist is a modular approach to
word mangling and permutation of wordlists or dictionaries
(same thing). There are results that also perfectly match
the real password. The shape of the distribution is a
slant precisely because of what was previously explained.
Mentalist was used to do combinations of keywords while
appending, prepending, and transforming the keywords
and permutations based on what the user configured.
The distribution looks good, but the straight slant comes
as a result of the combinatory nature of Mentalist. For
example, combing "1”,”love”, and ”2016” would be close
to the real password, and the result woulf be a high metric
for similarity, but this only happens because the user
explicitly defined the correct keywords. Mentalist definitely
outperforms every other approach in every way, but that
fact only stands for the time being and until better text
generation approaches are utilized with Al for wordlist
generation [26].

5.2.3 Password Choice Caveats, Bias, and Explanations of
Results

There is quite a lot of problems with the approach. This
stems from the limits of finding datasets where a password
and OSINT data are paired together. Such datasets do no
exist. Therefore, an approach was taken which assumed that
the “guesser” had the OSINT data of the user, and they also
knew the general pattern or structure of their password.
Essentially, the guesser knew the exact keywords and the
relative structure of the password, but they did not know
the order of the keywords within that structure. To say that
this has an effect on the results is an understatement. In
terms of keywords choice from OSINT, there are words that
could be considered stopwords, but are actually a part of
the password such as the word “love.” In this case, "love”
was included with the keywords because the guesser knew
that the word "“love” could be used between nouns like
with a girlfriend’s name or a dog’s name. These are lucky
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assumptions and it is not likely these assumptions would be
made in a realistic situation. Moreover, there are numerous
generated guesses that make no sense in terms of human-
understood phrases or password structures. For example,
the name ”"mike” might be used and Mentalist generates
the guess “mike-mike-mike-mike-mike.” This would never
appear as someone’s password, but something like “mike-
likespancakes” may appear. This is vindicative of where a
model that understands passwords like humans do would
come in handy. In reality, the problem of targeted password
guessing is quite difficult, and technology has simply not
reached the point where it is viable.

5.3 Relevant Threats & Attack Assumptions
5.3.1 Nation States & High Profile Attacks

Realistically, these attacks are likely not being utilized
against the average citizen. There are numerous other attack
vectors that are “low-hanging” or easier to leverage than
a complicated guessing attack. However, a targeted attack
such as the ones outlined and the ones hypothesized could
theoretically be a current reality for state-sponsored and
state-supported attacks. For example, their may be a target
for some country where everything around the target is
relatively secure except for an obtained password hash. The
APT (advanced persistent threat) may utilize smart targeted
password attacks to figure out the password. Such attacks
are likely far and few as there is no evidence of such an at-
tack which is being talked about. Such attacks are probably
only conducted on the domestic and low-level hacker front
for fun or for proof-of-concept. Hardware dilemmas with
such attacks also support this assumption because wordlists
can become very large and require extensive computational
power to utilize.

5.3.2 Risk Model & Recommendations

In order for this attack to take place, the attacker needs to
know information about the target (anything memorable)
and what the structure of their password likely is.
Additionally, certain verbs and stopwords may be included
between keywords in passphrases. Due to the complexity
of language, the sheer number of stopwords in the English
dictionary, and the limitations of proposed GPT3 models it
can be concluded that targeted password attacks are a low
risk to the average individual.

However, if the user does want to be safe from other
password attacks, then I would give 3 recommendations.
Firstly, use a password manager to store and generate
passwords for all of your services. Make sure to have a
long passphrase that does not utilize keywords that are
connected to publicly available information about you. Use
inside jokes or secrets about you that are easy to remember.
Secondly, use multi-factor authentication for accounts with
high-risk data or functionality. Thirdly, check your security
and privacy settings for applications that you use.

6 CONCLUSION

Targeted password cracking that utilizes OSINT data about
an individual has not matured enough to be viable for the
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average or even advanced attackers. Only state-sponsored
attacks could utilize such attacks in a cost-effective manner.
Al and machine learning models are great for cracking
large datasets of passwords, but they are not sophisticated
enough to understand language as humans do and cre-
ate realistic password guesses. Therefore, Al models such
as "GPT-3” (trained on 10,000 examples) and "OMEN+"
perform poorly in targeted attacks. This is true even for
the case where the attacker knows the exact keywords and
the password’s structure. Mangling and explicitly-defined
methods such as with ”“Cordialie” and “Mentalist” are
very effective for targeted dictionary attacks or password
guessing. However, this is only true if the attacker knows
the keywords that make up the target’s password and the
structure of the password. These findings are proven to
be true through string similarity comparisons between the
guesses and the actual password, and work is also done to
understand the significance of the results.

7 RELATED ToPICS & HYPOTHESES

If I were to create a targeting password guessing framework
then I would need several components. The method would
need to have the ability to learn password patterns and
structures based on large datasets. Secondly, the approach
must involve the use of ontology (problem domain) and
keyword expansion by using various ontology of knowl-
edge graph models. For example, if given the word “In-
dianapolis”, then the system would generate other key-
words related to Indianapolis such as “IUPUI”, “Jaguars”,
"Pacers”, "White River”, and other words that relate to
Indianapolis. These keywords would then be fed into a
smart Al-based model that could understand knowledge
graph models and password patterns. This model would
generate passwords that are very close to the real password
by generating realistic, memorable, and “smart” guesses.
Such methods have been outlined using Wikipedia data, but
the methods still need some refining [12].
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